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ABSTRACT

In the theory of non-associative algebras, particularly in
genetic algebras, Lie algebra. The derivations of a given
algebra are one of the important tools for studying its
structure. This work investigates the derivations of
n-dimensional complex evolution algebras based on the
rank of appropriate matrices. The spaces of derivations of
evolution algebras under some possible conditions with
matrices of rank n-2 are investigated.
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I. INTRODUCTION AND PRELIMINARIES
Evolution algebras have been introduced in [8], here the
author indicated to be connections between evolution
algebras with other mathematical fields, genetic and
physics. Evolution algebras are not considered to be of any
well-known classes of non-associative algebras, as Lie,
alternative and Jordan algebras since they are not defined by
identities. In between algebras and dynamical systems,
evolution algebras are presented as a new field which
connected with both previous mentioned fields and they
could be defined algebraically, their structure has a table of
multiplication, which satisfies the conditions of
commutative Banach algebra as non-associative Banach
algebra in general; dynamically, they represent discrete
dynamical systems [10]-[14].

It is known that multiplication is defined in terms of
derivation, which means that derivations in genetic algebra
are of great importance. Moreover, many explanations for
the derivation of genetics have been provided [5, 6]. Since
then, the derivation of certain algebra is one of the most
important tools that need to be verified in its structure. In
addition, [2-4, 13] investigated the derivations of a given
algebras.

Let E be a vector space over a field K with a basis

{e.e,...} and a multiplication rule 1 such that
i#]

0,
ei-ej:{ .. then E is called evolution
Zmaikem’lzj

algebras. The basis is called a natural basis and the matrix

A= (aij )" . is denoted the matrix of the structural constants
i,j=

of the finite-dimensional evolution algebra E . Drawing on
the definition of evolution algebras, the evolution algebras
are commutative, this fact lead us to judge it is flexible. The
rank of the matrix for finite-dimensional evolution algebra
does not depend on choice of natural basis
since rankA=dim(E-E).

The derivation of evolution algebra E is defined as
usual, i.e., a linear operator d : E — E is called a derivation

if d(u-v)=d(u)-v+u-d(v) forallu,ve E.

The space Der(E):{d €End (E)|a,d; +a,d; =0,

fori = j;2a;d, :Zizlakidjk} of all derivations for any
algebra is Lie algebra with the commutator multiplication.
The basic properties and some classes of evolution algebras
were studied as well in [1, 8, 13]. In [7, 9], the space of a
derivation of evolution algebra with non-singular matrices
and with matrices of rank n—1 have been described. This
work will be described the space of derivations of evolution
algebra with matrix of rank n—2 under a certain possible
conditions

Il. DESCRIPTION OF DERIVATION OF
EVOLUTION ALGEBRA

According to definition of derivations of evolution algebra,
it easy to see that d(e)e +ed (ej):o and
d(ef)=2d(e?) for all

1<i=j<n Now,

letd (e )= dye . Then, the following are obtained:

0, (¢) 0, () =0 ®
d (e?) =24, (¢ @

forall 1<i= j<n
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Plainly, €7,...,e; , should be linearly independent, this
is because of rank A=n-2. As a result of performing a
suitable basis permutation e? such that i e {n,n—1} can be

written by =n§bk (ef). ie{n-1n},b,...
k=1

Now, relying on (2), one can show simply that 2d,

b, el .

is an
eigenvalues of d for all 1<i<n-2 as an outcome of
this spec(d)2{2d,,,2d,,,...,2d, ,, ,} . In addition, (1)
points out that d; =d; =0 for all 1<i= j<n-2ifi is
replaced by n and n-1 in (1) separately afterwards the
following is achieved:

Editor’s Issues — 2020

d ( )+d ( ) 0, m{n,n-1} (3)
n-2
(dn—11+djn1 )( )+ djnl ( ) O (4)
k=1k#]
n-2
(A +duby) (&) 3 duby () =0 (5)
Consequently, (4) and (5) make that d, b, =0,
d,+d,b, =0,d;, b =0 and d , +d, b =0 for

alll<k=j<n-2.
In this work, tow possible different values of b, will be
investigated. To begin, consider the following:

d, O 0 0 0 0 0 0 d,, d,

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 2d, 0 0 0 0 d., O

0 0 0 0 26240 0 0 d_,, O

0 0 -0 0 o d, o o d., O (D))

dn— n-:
0 0 0 0 0 0 2<"*1>1* L 0 do,, O
dn—ln—l

0 0 0 0 0 0 0 2% dygs O

0 0 0 0 0 0 0 0 d, O

—bd,, © 0 0 0 0 0 0 d,, dy,
d, O 0 0 0 0 0 0 0 d,, d,
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
O O O ds+15+1 O O O O O ds+1n—1 O
0 o0 0 0 2=y 0 0 0 0 d,., O
0 0 0 0 0 2d,, 0 0 o d,, O
0 o0 0 0 0 0 plm g 0 0 d,., O

dn—n
0 0 0 0 0 0 0 0 e 0 du,, O
dn—ln—l
0 0 0 0 0 0 0 0 0 22 digy O
0 0 0 0 0 0 0 0 0 d, O
—bd,, 0 0 0 0 0 0 0 0 d,, dy,
ISSN: 2231-5381 doi: 10.14445/22315381/CATI3P228 Page 181
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d, 0
0 0 0 0 0 0 O
0 0 0 0 0 0 O
0 0 .. 0 -t 0 0 0
2n—s—
0 o .- 0 0 h 0 0
2
0 0 0 0 - 0 d, 0
0 0 0 O
0 0 0 0 0 0 O
0 0 0 0 0 0 O
0 0 0 0 0 0 O
0
—bd,, 0 0 0 - 0 0 0
0 d,, O
: : : D
0 ... dyyy O (B
0 0
Where Za,kdkn ,=0,1<i<n-2;
k-1
0 ... 0 0 0 0 0
Co . . . 0
0 0 0 0 0 0
dn—n
0 ... 0 2(n711) L 0 d.,, O
. D5
: 0
0.0 0 d”le"*l d, ,, O
0.0 0 0 d,, 0
0 .. 0 0 0 0 0
A, 1 .
where  d,,,., :—{W—ljdnml,k +1<i<n-2,
A \ 2
1<k<n-2and d,, €l

k+1n

Remark: To avoid repetition the main different steps will
be mentioned only.

a matrix
such that

Theorem: Let evolution algebra has

A:(aij) ~in the natural basis e,...,e
1<i,j<n

n

e2,=0and e =b(e’),b=0. Then, derivation d of this
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O dln—l dln

0 0 0 0 0
0 0 0 0 0
O 0 O ds+1n 1 O
0 0 0 d., O
0 0 0 d,, O
0 0 0 0 0

dn—ln—l
Soven 0 Gaana O
dn— n-:

0 0 22 L d.,, O
O dn—ln—l O

O 0 O dnn—l dll

evolution algebra is either zero or it is in one of the following
forms up to basis permutation:
1)

(1)(D,) where d, = ST and &% =—bd? .
5 1- 2( (m+1)+1)
(2) (D,) where d,, = Sz Oeasa = T ngea du

and 6% =-bd .
(3) (D;) where d,, =8, 6% =—bd? .
() (D,) or (D) when d,, =

Proof: From (1), we infer that d, ,; =0 forall 1< j<n-2,
d,, =...=d ,,=0,d,=...d,,=04d_, =0 and
d,=-bd, .Leti=n in(2). Then,
2bd,, (e ) =bd (€)= d(b(el))
=d(e?)=2d,, (e?)=2d,b(e)

. Moreover, (2) implies

n-2
1+ de)+ > ay (dijej +d, e, )
j=2

Hence, d, =d,,

a, (d,e +d,

a, (~bd,.& +d,, e, , +dye,)=d(e’)=2d;e’ =2d”§n:aijej
j=1

Thus,
a ( d; du)— -a,,d,,b (6)
a ( d dll) a11 1in (7)
a;(2d; —dy,)=0 (8)
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n

Zaijdjnflejnf1 =2,.,0d; forall 1<i<n-2.

j=1

To investigate the derivation of this case we are going to
consider two cases that are d,, =0 and d,, #0.

Case 1: Let d, #0. Then, spec(d)={d,,,...d, ,, ;. B}
iseasytofindwherea =d,; +5, g =d,—dand &> =-bd],.
a#f . Let ZAespec(d) be
that | 4| = max {|a|, |B], |d,]..... [dy_on_o|} - Clearly, 2d; is
an eigenvalues for all 1<i<n-2 and therefore if
Ae{d,,,....d _, ,} we immediately get 24 is also an

Obviously, such

eigenvalues which contradicts to module maximality of A .
Therefore A=a, A= ori=d,_,, ,. In addition, (6) and
(8) follow that a, =0 ifand onlyif a, =0.

Let a, ;tO(ain #0) . Then, by multiplying (6) by (7)
derives (2d, —d,,)° = -bd? or2d, =d,, +& . Hence,

11 —
1 1 .
d; =5a or d, =5ﬁ for these i . 9)

Now, we are going to consider several cases.

Case 1.1: Let af#0 such that a+pB=0 . Clearly,
a+p=2d, espec(d) and a+p¢{a, B, d, 4} . This
presents that there exist il such that d, =a+p ie.
2d,,, € spec(d) which implies that 2d,;, =d,,, for some
i2 or 2d,, ef{a, B, d, 4, ,}. If 2d,, =d;, then the same
process can be repeated even getting
2“d, =...= 2d,; €{a, B,d,,,} for somel<k<n-3.
Therefore, one can conclude that 2 (a+p)efa, B} for

some 1<k<n-3 . This means that we can assume
that 2“ (& + 8) = & . Result of this, we obtain

(04 104 a 1
~ ot di Tk di,, =5 B =—(1—2—kja. Hence,

|B| <|a| and obviously 2°B = 2"« foranyr,sell .

dll

Now, let d, <... < dp be the possible non-zero values of

,@}g{dl,...,d“}.

that

|dyy|.-...|d, 0| . Obviously, {'Z—kl

that
means

observed
which

It is previously
{Zdzz,. . 2dn_2n_2} c spec(d)

that2d,,...,2d, e{dl,...,dp,|a|,|ﬁ|,|dn71n71|}, as a result of
this, d,, :%,mp <|a| and (2d, <|p|.2d, <[d, ,,,|) we
18|

|y s
l ord, :%.

It should be known that there is one eigenvalues

conclude that dp :%,d

d :gd :ﬁord

.y .d . :M with module d_ . In
Il 2 Il 2 Il 2 p

reality, if there is i such that |d;|=d,d

oo iy #< | then
2
spec(d)>2d; #a and |2d;|=|a|. Therefore, there exists
j such that dj =2d, afterwards 2d; espec(d) and

|2djj|:2|a|>|a| which is a contradiction. Therefore, we
have one eigenvalues with moduled,. By applying same
process we deduce that there is one eigenvalues %a of

module d,_, andetc. Moreover, ifall d,,...d, arenotin the

form « also by the same process we can show that we have
one eigenvalues with moduledp. Hence,

1l
{d22""’dn—2n—2}\{0} J-L_Jl{?d”_zn_z} or

s 1 r(d
(B2} 0) = U 0 {Oes).

Il
ICw
—
N+
Q
-

Casel.1.1: Let {dyreendy o} \{O} =D{%a}

i=1

0{ 1 dn—ln—l} . We assume that {d,.;,...,d, }\{O} =

i1 | 2]

s 1 rll
H{Ea} 1 {dk+1k+1""’dn—2n—2}\{0} = U {?dn—ln—l} 1 and

=

o

o==d_=0
|dypen| <. <|d,5n 0| - Firstly, one can realize that

Ay #2d; for all 1<i<n .

such  that  |dg,,|<...<[d|

Then, a,,,=0 for all

. . —d .

1<i<n. Now, (9) and (7) yield ail:%ain which
1n

indicates that 1) and n™ columns of the matrix A are

collinear and hence the other column should be non-zero and

linearly independent. Due to assumption and (8) we deduce

that a; =0 if 2<i<s and s+1<j<k,2<i<s and

k+1<j<n-2,s+1<i<k and 2<j<s,s+1<i<k

and k+1<j<2,k+1<i<n-2 and
2<j<s, k+1<i<n-2 and s+1<j<k From
d,,, #2d; forall 2<i<n-2 and rankA=n-2 we obtain
thatd,_,,.., =2d,,.

Now, we are going to show that {d,,...,d,} and
{dsssrr--r 0y 50 o} do not contain an equal element.
Suppose there exist an equal element, namely d_,,.,,,d, ..,

to d A, respectively. Firstly, let us start with
d #d; forall2<i<n-2. One
can deduce that a,,, =0 for all 2<i<n-2 this is due to

s+1s+1?

it is clear that d

S+25+2 S+25+2

(8). Therefore, this means that the (s+ 2)th column is either
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zero or collinear to (s +1)th column of matrix A, which is a
contradiction.

Now, suppose there exist an equal elements namely, d
d;.,;., forsome s+2<j<k-1.Then, 2d,-d; =0 ifand
only if i = j—1 and therefore (8) implies that a, =0 for all
=0 if and

=0 for

i#j-1 Again, in same manner 2d, -d

only if i=j-1 and therefore (8) yields that a,,
all i#j—1. This makes j" and (j+1)th columns are

collinear or at least one of them is zero, which contradicts
torankA=n-2.

Now, consider the following a sub matrix
a,, a d 0

2s 2n-1
: . Then, one can observe

asZ ass dsn—l O

that all columns of the sub matrix A have to be linearly
independent. This leads us to conclude that d,, , =0 for
all2<i<s. Hence,

_ akn—l (dek - dn—ln—l)_a d

° dln,l — 31 kn™ nn-1
o dy,=2m2(2d,—d, ), s+1<i<n-2
j
_ ain—l 1 _ H _
° di+1n71 - a., (2(n1)|1 1jdn1n11 k+1<i<n-2
Case 1.1.2: Let
s 1 r 1 n dn, o
ot 0 =G0} O}
Firstly, ~we assume that  {d,......d,. }\{O}

TR )

i=1 =1

0 0 0 a,, 0 0
0 a, a,, 0 0 0
0 a ag 0 0 0
0 0 o 0 0 as+1s+2 0
0O 0 --- 0 0 0 A,
a, O 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 ba,, 0 0

By using the same process on {d,;i:---, 0y 20 o}, ONE
can show that all elements have different values. Hence,
there are no an equal element among {d ,dy} and

{drredy 50 o) . Furthermore, 2°9%d, =2"2d

=...=2dy =a, 2(n_1)_(k+1)dk+1k+1 :2(n_1)_(k+2)dk+2k+2 =

S+ls+lrc

s+1s+1

2d, ,,,=d, ., are simply derived. Which indicates that
(s . )
d; :Z(Tll)’li for all k+1<i<n-2 and duzm.

Therefore, the matrix A should be in the following form:

0 0 0 a,, O
O a2n—1 O

0 0 0 a,, O

O O O as+1n -1 o

0 0 0 a,, O (A)

O O O akn—l akn

O ak+1k+2 O ak+1n—1 O

O O a‘n -3n-2 a‘n -3n-1 O

0 0 0 a,, O

0 0 0 0 0

0 0 0 0 0

U
{dk+1k+1""’dn—2n—2}\{0} = J_L_Jl{?dn—ln—l} and d22 =...=

d,, =0 such that |dg,,.,|<...<|d | [dpme] <o <[dy |,
|yl <. <[d Due to 2d; #d,
je{s+Lk+1}, a, =ba, (8)
=0. Moreover, rankA =n-2 issatisfied i.e.

<

such that

n—2n—2| .

and we derive

thata,, =a

the other columns are non zero and linearly independent.
Similarly, as Case 1.1 we get that d =d and soon.

_ 2(m—(s+1)) d

ik+1

S+1s+1 S+25+2
Therefore, d,, =2d,, ., =... This gives
that a; =0 for all s+2<j<m such thati= j—1. Now,

2d,; =d forall 2<j<n-2and d

s+ls+1"

isdefined by

m+1m+1 m+1m+1

form d

mim+l — Y11 -

% and hence we conclude that d

Otherwise (m +1)th column will be zero, which is a
contradiction. By using the same way which is used in Case
1.1, we obtain thatd, =2d =2y | This
implies a; =0 for all m+2< j <k such thati= j-1.In
the the be
verified d This

k—1k-1 — ***

same way, can

=2d

following
_ 2(n—2—(k+1)} d

n-2n-2 n-3n-3 — e+ T K+1K+1
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a;#0 for all k+2<j<n-2 such that i=j-1.
Furthermore, if s+1<i<n-2 and 2<i<s then a; =0

that is due to (8) and also a,; = ba,; follows that a, =0 for

all  2<i<s Hence, d,, =<, d, =2 and
2 2
Aoy = % . After simple calculations and dependence
on ), (8) we derive that
0 0 0 O 0 a,, O
0 a, a, 0 0 0 0 0
O asZ ass O O am—lm O O
0 0 0 as+1s+2 o 0 0
0 0 0 0 O a,,, O 0
a, 0 0 0 0
0 0 0 0 0 o0 0 a
0 0 0 0 0 0 0 0
&g 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 ba,, O

Now, consider the following a sub matrix
8y v Ay d2n—1 0
: : : . |. Then, one can observe

asZ ass dsn—l O
that all columns of the sub matrix A have to be linearly
independent. This leads to conclude that d, , =0 for

all 2<i <s. Hence,
_ A (2d11 - dn—ln—l)

® dm+1n—1 - a
im+1
. dln,l _ ain—l(Zdii _in—ln—l)aindnn—l ’ ie {m,k}
il
o Ay, =omt(2d, —d, L), s+1<i<m—1,

ii+1
m+2<i<k-1
a

in—1 1
Qi 2

Case 1.2: Let o #0, =0 . Evidently, one can check

e d

i+ln-1 =

—1}1““, kK+l<i<n-2

thatd,, =6 . We consider the possible non-zero values of

|dy|,.-|dy 5| such that d, <...<d, and d,, <...<d,.

m+1m+2

Editor’s Issues — 2020

a = #0,a =—20" #0,
mn ﬁ d11 m1 i — o— d11 akl
5 1- 2( (m+1 +1)
u m s+lsil Wdu and
d; = d(” 11”) L k+1<i<n-2 . Therefore, the matrix A
2 n

should have the following form:

O ain—l O
0 0 O 0 a,, O
0 0 0 0 a,, O
O O O as+1n 1 O
o 0 0 - 0 a,, O
O O amn—l amn
O O O o a‘m+1n 1 O
©0 P : | (&)
Ay 0 0 0 & 1 0
0 0 0 0 akn:l akn
O O ak+1k+2 O ak+1n 1 O
O O O an—3n—2 a‘n—3n 1 O
0 0 0 0 a,, O
0 O 0 0 0 0
0 O 0 0 0 0

To keep away from duplicate steps, by tracking Case.1.1,

one can deduce that 2d,,...,2d , 2d 2d, e{dl,...,d ,

pelreees P

|e|.|d,sos|} Where |a|=2d,,d, =2d,,,...d, =2d, and
|dn_1n_1| =2d,,d,=2d d,,=2d,,
Case 1.1 one can see that there exists a unique eigenvalues

PRI Moreover, as

i of module d
[04

and then for all eigenvalues. Thus,

dnlnl} or
1

1 1 .
spec(d):{O,ﬁa,...,za,a,ﬁdnml}. By performing

p-1

spec(d):{%a,...,%a,a,%d L

n-ln-11e**1 o
2

suitable basis permutation, we  can assume
that|d,,| <...<|dy| . |dypen| <. <]d Now, assume

that we have s—2 and r—2 zeros among {d,,,...,d} .
{deisrro- Gy g0} Tespectively. Then, {d,}" , ={0},
{di}y . <0 } o <[dese] S[dipeo] <o <dy | and
dqq<|d 2)—(k+1)+1.

Now, due to (8), we obtain that a; =0 if the followings are

n—2n—2| "

.<|d, o 0| Whereq=(r-

q+2q+2
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satisfied:
1<i<s and s+1<j<k,2<j<s and s+1<i<k,
k+1<i<g and @g+1<j<n-2,g+1<i<n-2 and

k+1<j<11<i<s and gq+1<j<k,k+1<i<qg and
s+1<j<k.

Clearly, d # 2d, for all j e {s+1,q+1} , outcome for this
and based on (8), we obtain a, a,,=0forall 1<i<n

s+l iq+1

ie, (s +1)th and (q +1)th columns of matrix A are zero.

a 0 0

a21 a22 a25 O O O O
. @, .. a, 0 0 - 0

0 0 - 0 0 a,., 0 0
0 0 00 0 a, O
a, 0 -~ 0 0 0 - 0 0
O O O O O O ak+1k+1
0 0 - 0 0 0 - 0 a,
0 0 00 0 0 0
0 0 00 0 0 0
0 0 00 0 0 0
0 0 00 0 0 0
ba, O 00 0 0 0

Now, consider the following a sub matrix
8y v Ay d2n—1 0

asZ o ass d sn-1 O

ak +1q d k+1n-1 O

ak+1k+1
: =| : |. One can observe

aqk+1 aqq dqn—l O
that all columns of previous two sub matrix of A have to be
linearly independent. This lead us to conclude that d,, , =0

forall 2<i<s and k+1<i<q. Hence,

_ ain—l (2d11 - dn—ln—l) - a1ndnn—1

® dln—l - 31
1
d _ akn—l (dek - dn—ln—l ) - akndnn—l
kn-1 — a
k1
o d, .= anl (2d, —d, ;). s+1<i<k-1

ii+1
g+1<i<n-2

a

1 .
_n1) - <i<n-—
2 (2(”’1””1 1Jdn71n71, g+1<i<n-3.

i+in-1

Similarly, as Case 1.1  {d,,....d} and

{dqﬂqﬂ,...,dHH} can be shown that they do not contain
dn—ln—l
2(n—1)—i
addition, (9) follows that a, =a, =0 for alls+1<i<k ,
g+1<i<n-2. Hence, the matrix A should have the

an equal element. Hence, d; = and d, =6 . In

following form:

O aln—l ain
0 0 0 0 A, Ay,
O sn-1 O
0 0 0 0 a,, O
0 0 0 0 a,, O
0 0 0 0 akn—l akn
ak+11 O O O ak+1n—1 ak+1n (AZ )
Ay 0 0 0 A, 3y,
O aq+1q+2 o O aq+1n—1 O
O O O an—3n—2 an—3n—1 O
0 0 0 0 a.,, 0
0 O 0 0 0 0
0 O 0 0 0 0

Case 1.3: Let ¢ #0, a =—p i.e., d;; =0. By applying the
same approach which used in Case 1.1 of this Lemma we
obtain that2d,,...,2d, € {dl,...,dp ,|a|,|dn71n71|} , there exists

eigenvalues %,—% or d with module dp and so for

n-1n-1
all eigenvalues. Therefore, we can assume that
ol oofl
(Ao dy V0 = Hl{z_na} ,»91{21’2 a},
s (1
{dk+1k+1" b dn—2n—2} \{0} = i_Ul{?dn—ln—l} SUCh

that|d,,| <...<|dy |, [de.ye] <... <|d, 5| First of all, one
can see that d, ., , #2d; for all 1<i<n and this means

that a,.,. =0 for all 1<i<n Now,

k+1j

Iet%a,—%a ¢ {dzz,...,dkk}. Due to (9), we obtain 1 and

") columns are zero, which contradicts rankA=n—2 .

there has to exist 2<m<k such

n(
Hence,

thatd,,, € {la, —la} .
2 2
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Now, let {d,,...,d,.;.}\{0} 2 ql{zh } T
¢{d,,....d, ..} - Then, from (9) and (7), one can see that
a, :diain i.e.,, rankA=n-2 is satisfied. Depending on

1n
assumption and (8), there existsd ,, = 2_150‘ , this makes p(‘h)

column is zero which is a contradiction. In the same way, we
obtain a contradiction to rankA =n-2 if we suppose that

{dyreenn Gy V{O} 2 U{——a} and —%ae{dzz,...,

diogeenf - Now, if

n 1 f 1
{dpre Gy MO} = jlql{_ 2k a}jgl{zjz a}
1 1
Clearly, there p and q such that d :2_’2(1’ dyg :?a

Also, (8) yields that p™ and q™ columns have to equal to

zero which is a contradiction torankA =n—2. Hence, this
case is impossible.

Case2: Let d,=0 . It is
find spec(d)={d,,....d, ;,,}
that spec(d)={dy,....d, ,. ,}={2d,.2d,....2d , ,} .
Let A e spec(d) be such that|i| =max,.,., dn|- Clearly, if
Ae{dy,....d, , ,} then 2iespec(d), this gives
that 1=0. Therefore, d,=...=d =0 and
d(e)=d, e, for alli<i<n-2. Then, (2) follows that

Zau jn-1 n1

implies that vector (d,, ,,...,d, ,,,0,d

1 ¥nn-1

easy to

Now, one can see

n-in-1

d(ef)=0 for all1<i<n-2. The last one

) is a solution of
homogeneous linear system of equations Ax=0. We note
that a,, =ba, and therefore if the first n—2 columns are
linearly independent, then d =0 . In order to d =0 we
consider the matrices (A,) which has the first n—2
columns linearly dependent. Thus, a result of this d isin the
form(D,).

v and we

Now, let A¢{d,,....d, ,, ,} then A=d

can assume thatd #0. Let d, <...<d, be the possible

n-1n-1

non-zero values of |dy|,.. According to

|n2n2|

{2dy,,....2d, ,, ,} = spec(d) one can see
that2d,,...,2d, e {dl,...,dp,|dn7m4|} . Moreover, as these
values are non-zero, we conclude
that |d, ,,,|=2d,,d, =2d,,,....d,=2d, . Similarly, as

Case 1.1.1 one can show that there can be only one

Editor’s Issues — 2020

with module dp. As well one obtains

eigenvalue %dnfmfl

that there is only one eigenvalues %d of module d,

n-1n-1
and etc.
Hence, spec(d):{d"z—gl,...,%,dn 1“}
or spec(d):{o, Ouy ,...,M,d““} Now, by
2p 2
performing appropriate basis permutation

|dyy|<...<]dy 50| <|dysns| can be assumed. Now, (2)

Zau na=20a,, and  a (2dii —djj), for all
13 i,j<n-2.
Assume that there exist k zeros amongd,,,....d . ,.

Then 0=d, =
Furthermore, a;(2d, —d;)=0 follows that a; =0 if

= dkk < |dk+1k+1| <...< |dn—2n—2| < |dn—1n—1| .

1<i<k and

andk +1<i<n-2.
One can see that d,,,,, #2d; for allk+1<i<n-2,

based on (10) we obtain a,,, =0 forall k+1<i<n-2 i.e,

k+l<j<n-2,1<j<k

the (k +1)th column of matrix A is zero. In order to get

rankA =n—2 we can consider the (k)th column of matrix

A isalso equal to zero. Therefore, the other columns should
be non-zero and linearly independent. By implementing
same process which is applied in Case 1.1.1 one can check

that d,.,,.,.....d, ., hasnoan equal element. Hence in this
- d
case all d,.,.;,....d, ., , are distinct and d; = 2(”n 11” L for

allk+1<i<n-2. Now if k+1<i, j<n-2 then (10) is
equal to zero if and only if j=i+1 and hence a; =0 for
allk+1<i, j <n-1. Therefore, the matrix A should have
the following form:
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a; oAy, 00 0 0 Ay
8y 8y 00 0 0 &g,
O O O 0 ak+lk+2 0 a'kJrln—l
o - 0 00 0 A an2  Gnana
o .- 0 00O 0 0 A, ong
o .-~ 0 00O 0 0 0
o .-~ 0 00O 0 0 0
Now, consider the following a sub matrix
Qo Ay 0 dln—l 0
: : : S I Then, one can
&, v Ay 0 dknfl 0

observe that all columns of the sub matrix A have to be
linearly independent. This leads us to conclude that
d,, =0 forall1<i<k.Hence,

ain—l 1 i
: = —— " <1<n-
i+1n-1 a.. (2(n1)i1 1]dn1n11 &g * 0, k+1<i<n-2
Corollary: Let evolution algebra has a matrix

A:(aij )1__ in the natural basis e,...,e, such that
<i,j<n

n-1

e2=0, e ,=ybelb #0 for somel<p=qg<n,
k=1

rankA=n—-2 . Then derivation d of this evolution

algebra is either zero or it is in one of the following forms
up to basis permutation:

0 - 0 d,

o b
0 0d_, | (Bu)
0 0 o0

0O .-0 0 - 0 0
0 0 0 0 0
dnn
0 2n—k—1 0 dk+1n (Dll)
0 -~ 0 0 d;” dn71n
0 0 0 0 dnn
Where

d. :ﬂ(%—l}dm, a  #0k+l<i<n—2
aii+1 2

1<k<n-1and d, . <0 .Thematrix A should be inthe

following form:

k+1n

a, - a4, 00 0 - 0 a
akl . akk—l O(%) 0 O akn
0 0 00 ak+1k+2 0 ak+1n (Ae)
0 - 0 00 0 A on1 Gnon
O 0 0 O O O an—ln
00 O 0 0
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